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•MySQL -> MongoDB

•25TB data per month

• June 2009 - 4yrs
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•150 servers
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 Why?

• Replication

• Official drivers

• Easy deployment

• Fast out of the box
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 Picture is unrelated! Mmm, ice cream.

• Fast network

 Performance



• Fast network

 Performance

EC2 10 Gigabit Ethernet
- Cluster Compute
- High Memory Cluster
- Cluster GPU
- High I/O
- High Storage

- Network cards
- VLAN separation



• Fast network

 Performance

 Workload:  Read/Write?

 Result set size

 What is being stored?

- Read / write: adds to replication oplog
- Images? Web pages? Tiny documents?
- What is being returned? Optimised to return certain fields?



• Fast network
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Inter-DC LAN

- Latency



• Fast network

 Performance

Inter-DC LAN

Cross USA Washington, DC - San Jose, CA



• Fast network

 Performance

Location Ping RTT Latency

Within USA 40-80ms

Trans-Atlantic 100ms

Trans-Pacific 150ms

Europe - Japan 300ms

Ping - low overhead
Important for replication



 Failover

•Replication



 Failover

•Master/slave

•Replication

- One master accepts all writes
- Many slaves staying up to date with master
- Can read from slaves



 Failover

•Min 3 nodes

•Master/slave

•Replication

Minimum of 3 nodes to form a majority in case one goes down. 
All store data.
Odd number otherwise != majority
Arbiter



 Failover

•Min 3 nodes

•Master/slave

•Automatic failover

•Replication

Drivers handle automatic failover. First query after a failure will fail which will trigger a 
reconnect. Need to handle retries



•Replication lag

 Performance

Location Ping RTT Latency

Within USA 40-80ms

Trans-Atlantic 100ms

Trans-Pacific 150ms

Europe - Japan 300ms

- Replication lag



 Replication Lag

1. Reads: eventual consistency



 Replication Lag

1. Reads: eventual consistency

2. Failover: slave behind



 Slave behind

 Failover: out of date master

Old data
Rollback  



• Safe by default

>>> from pymongo import MongoClient
>>> connection = MongoClient(w=int/str)

Value Meaning

0  Unsafe

1  Primary

2  Primary + x1 secondary

3  Primary + x2 secondaries

 MongoDB WriteConcern

wtimeout - wait for write before raising an 
exception





 Picture is unrelated! Mmm, ice cream.

• Fast network

•More RAM

 Performance



http://www.slideshare.net/jrosoff/mongodb-on-ec2-and-ebs

No 32 bit
No High CPU
RAM RAM RAM.

http://www.slideshare.net/jrosoff/mongodb-on-ec2-and-ebs
http://www.slideshare.net/jrosoff/mongodb-on-ec2-and-ebs
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http://blog.pythonisito.com/2011/12/mongodbs-write-lock.html

http://blog.pythonisito.com/2011/12/mongodbs-write-lock.html
http://blog.pythonisito.com/2011/12/mongodbs-write-lock.html


 More RAM = expensive
 Performance

x2 4GB RAM 12 month Prices



 RAM

 SSDs

 Spinning disk

Cost Speed



 Softlayer disk pricing
 Performance



 EC2 disk/RAM pricing
 Performance

$2232/m

$2520/m

$43/m

$295/m



 SSD vs Spinning
 Performance

SSDs are better at buffered disk reads, sequential input and random i/o. 



 SSD vs Spinning
 Performance

However, CPU usage for SSDs is higher. This may be a driver issue so worth testing your own 
hardware. Tests done using Bonnie.
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 Cloud?

•Elastic workloads

•Demand spikes

•Unknown requirements
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•Hardware replacement

•Managed/support

•Networking
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 Colo?

•Hardware spec/value

•Total cost

•Internal skills?

•More fun?!





•Build master (buildbot): VM x2 CPU 2.0Ghz, 2GB RAM 
– $89/m

•Build slave (buildbot): VM x1 CPU 2.0Ghz, 1GB RAM 
– $40/m

•Staging load balancer: VM x1 CPU 2.0Ghz, 1GB RAM 
– $40/m

•Staging server 1: VM x2 CPU 2.0Ghz, 8GB RAM 
– $165/m

•Staging server 2: VM x1 CPU 2.0Ghz, 2GB RAM 
– $50/m

•Puppet master: VM x2 CPU 2.0Ghz, 2GB RAM 
– $89/m

Total: $473/m

 Colo experiment
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•x2 8C AMD 2.8Ghz
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 Colo experiment

•Dell 1U R415

•x2 8C AMD 2.8Ghz

•32GB RAM

•Dual PSU, NIC

•x4 1TB SATA hot swappable



 Colo: Networking

•10-50Mbps: £20-25/Mbps/m

•51-100Mbps: £15/Mbps/m

•100+Mbps: £13/Mbps/m



 Colo: Metro

•100Mbps: £300/m

•1000Mbps: £750/m



 Colo: Power

•£300-350/kWh/m

•4.5A = £520/m

•9A = £900/m





 Backups

 What is the use case?



 Backups

•Disaster recovery

 Offsite

- What kind of disaster?
- Store backups offsite



 Backups

 Age

 Offsite

•Disaster recovery

How log do you keep the backups for?
How far do they go back?
How recent are they?



 Backups

 Age

 Offsite

 Restore time

•Disaster recovery

Latency issue - further away geographically, slower the transfer time
Partition backups to get critical data restored first



david@asriel ~: scp david@stelmaria:~/local/local.11 .
local.11                 100% 2047MB   6.8MB/s   05:01

 Restore time

- Needed to resync a database server across the US
- Take too long; oplog not large enough
- Fast internal network but slow internet



 1d, 1h, 58m

 11.22MB/s



 www.flickr.com/photos/daddo83/3406962115/

 Monitoring

•System

 Disk i/o

 Disk use

Disk i/o % util
Disk space usage 

http://www.flickr.com/photos/daddo83/3406962115/
http://www.flickr.com/photos/daddo83/3406962115/


 www.flickr.com/photos/daddo83/3406962115/

 Monitoring

 Disk i/o

 Disk use

•System

 Swap

Disk i/o % util
Disk space usage 

http://www.flickr.com/photos/daddo83/3406962115/
http://www.flickr.com/photos/daddo83/3406962115/


 www.flickr.com/photos/daddo83/3406962115/

 Monitoring

 Slave lag

 State

•Replication

http://www.flickr.com/photos/daddo83/3406962115/
http://www.flickr.com/photos/daddo83/3406962115/


 Monitoring tools

 Run yourself

Ganglia

So Server Density is the tool my company produces but if you don’t like it, want to run your 
own tools locally or just want to try some others, then that’s fine. 



 Monitoring tools

 www.serverdensity.com
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